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Abstract—We present a highly modular fuzzy inference analog ¢ These local functions represeimsights on the system

CMOS chip architecture with on-chip digital programmability. operation, and are described through inferendes of
This chip consists of the interconnection of parameterized in-

; ! the type
stances of two different kind of blocks, namelylabel blocks and yp
rule blocks. The architecture realizes a lattice partition of the . . .
universe of discourse, which at the hardware level means that IF 21 1S A1 AND Z2 18 Aog AND -+ @py IS Ay
the fuzzy labels associated to every input (realized by the label THEN Consequent Action

blocks) are shared among the rule blocks. This reduces the area
and power consumption and is the key point for chip modularity.
The proposed architecture is demonstrated through a 16-rule two- Whgre Ain _are calledfuzzy Iabel_s and the consequent
input CMOS 1-pm prototype which features an operation speed action assigns values tp depending on the outcome of
of 2.5 Mflips (2.5x 10° fuzzy inferences per second) with 8.6 mW the combination of the antecedent clause statements.
power consumption. Core area occupation of this prototype is of o« The validity of the statementsiF* z; is A;,” is con-

only 1.6 mn? including the digital control and memory circuitry tinuously graded from 0 to 1; the actual grade of each
used for programmability. Because of the architecture modularity . lculated b luati i

the number of inputs and rules can be increased with any hardly statement is calculated by evaluating a nonlineem-
design effort. bership functiors;, (x;) which is different from zero only

Index Terms—Analog IC design, function approximation, fuzzy inside a subinterval Of_ the WhOl_ﬁi interval. .
hardware. Because the statements involved in the fuzzy rules are in

natural language, for instance “if the temperature is low,” this
modeling technique is very well suited to capture and emulate
human expertise. On the other hand, the continuous grading
UZZY controllers are used to map raultidimensional guaranteegeneralizatiorof the local pieces of knowledge and
input signale = {1, x2, -- -, z3,}* onto a scalar output hence, smooth surface responses. Finally, any change which
y, in accordance to a well-defingwnlinearrelationship [1], affects only a limited region of the input space can be easily
incorporated to the global model by just modifying the affected
y = f(=z). M) Jocal functions—transparencyproperty [3].
There are many fuzzy controller applications where the

I. INTRODUCTION

In control applications the inputs are usually calldtts . .
the outputaction, and the mapping lawsurface response Inputs and_ the output aranalc_Jg s!gnals (11, [2]. Th_e ha_rd-
For instance, a fuzzy controller for a washing machine mu§fre re_quwed forc';hese aplpllcatlonls can be_ reallzled mABV[;O
univocally set the water level (action) as a nonlinear functioi?itemat've ways. One employs analog circuitry only at

(surface response) of the clothes’ mass, the water impuri?g?(jl.D/dA.C%nv.e rlsign int.en;)acels hWh"e thelfuzzy processing is
and the time differential of impurity (facts) [2]. realized in digital domain by either general-purpose processors

Fuzzy controllers employ the procedurefofzy logic infer- or dedlgate.d AS_IC'S [51-{8]. The gther realizes the fu;;y
ence[1] to construct the surface response. Some characteridt]0¢¢>SIN9 itself in the an_a_\log domain, a_md e”?F"OyS the d_|g|tal
features of this procedure are as follows [3], [4]. circuitry for_programmabllltyand reconfigurability [9]. Thls_

« The surface response, which igbal model predicting paper contrlbut_es to the latter approach. Generally_speakmg,
he system behavir fo any put is obaned a6 0%  0ected o oaure e cberter speed
compqsmon ofloc_al functions, .each. one predlctmg this he other [10], [11]. These expectations are confirmed by the
behz_iwor only for inputs comprised in a limited region 0Eechniques presented in this paper, which fully exploit the
the input space. functional capabilities of the MOS transistor (MOST) to real-
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Some of them have been demonstrated through aotoab- Crossover Points
lithic circuits, a fraction of which include programmability (

[15]-[17]. However, although precision is a weak point of 7
the analog approach, most previous contributions do not
consider the accuracy issue during the design phase. Their
output signal may hence become largely erroneous. These
errors can be attenuated by post-fabrication tuning of some
critical parameters, guided by learning processes [18]. But the
errors must still remain bounded for convergence. Our chip
architecture includes design equations to guarantee accurate

operation within prescribed error margins. Consequently, it

can be programmed in robust and transparent way. AL

The demonstration chip in this paper implements more

rules than previous analog monolithic controllers and featurgs By

much smallerDelay x Power values, namely: 470 nx

8.6 mW (with 16 rules) versus 570 ns 44 mW (with 9 s4(®) N N
rules) [16], and 160 ns 550 mW (with 13 rules) [17]. Pro- 75535 5255 3 % o5 1 15 3 25 3
grammability is also a quality of our chip, which incorporates ()

on-chip memories for serial digital programming of the rule
consequents, and allows external analog programming of the 10w(x), x;)
membership functions. This is advantageous as compared to
[16], where the consequents values are learned using software
models of the controller and are stored on-chip with no further
change possible. Finally, the modular organization around two
high level building blocks easily identified from the user and
designer point of view, renders our chip architecture feasible
for silicon compilation.

Il. CHIP ARCHITECTURE

0 0

The chip realizes a type of fuzzy inference where the rule ()
consequents are constant values Fig. 1. (a) One-dimensional membership function shape; (b) illustrating
. . . function approximation through singleton fuzzy controllers; and (c)
IF (71 is A1x)  AND (22 is Aox) AND -+~ (@17 is Aps) two-dimensional membership function.

THEN Yy = ¥, 1<kSN 2

These valueg/; are calledsingletons As compared to the is evaluated by using the C(_)rresponding membershi_p function
general case where the consequents include fuzzy Iabelsf x). If the actual inputz is at the center of the interval
this type of fuzzy inference requires much less compleb o the kth membership function, thes(x) = 1 and the
hardware [9], and, thus, less silicon area and less electri€4fPut is given by the value of théth singletony = yi.
power. Besides, it increases the transparency of the rufis@ny point different from the centers of the membership
and, thus, eases the incorporation of programmability. dnction intervals, the output does not coincide with any of
the other hand, different studies show that singleton fuz#je Singletons but it is interpolated by using the following
controllers areuniversal approximatorsi.e., they are capable formula:
to approximate any surface response by properly choosing the
rules and singletons [3], [4].

The set of membership functions,(x;) constitutes the where st = si/[Sxer.4 s1]:1 In this way a global response

elementary nonlinearities from which the surface response Qfe is built from the local data represented by the singletons,
a fuzzy controller is built. Fig. 1(a) shows a typical mem; ¢ Fig. 1(b) illustrates

bership function shape [4]—described by three parameters, o general multidimensional case, the surface response

width (24), measurgd as the length of the intervall definqg interpolated from the singletons by using multidimensional
by the crossover points;center(Ec), the central point of membership functionsu (z)

this interval; andslope(¢), the absolute value of the function
slope at the crossover points. . wi(x)

For a complete controller description, the surface response y=flz)= Z Y Z (4)

: ) TN wy ()

formula has to be generated from these elementary nonlin- k=1, N Nt
earities. Fig. 1(b) illustrates the building procedure for a ’
one-dimension, four'“"lfas controller. Here, each rule !nyO|V651This normalization precludes the output to take a value larger than the
only a fuzzy label, fF x is Ax THEN y = y;,” whose validity largest singleton at any point.

v=ursi(x) +uash(x) +uzsz(x) +uisi(z)  (3)
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Fig. 2(b) illustrates the interconnection of label and rule

blocks for a system with two inputs and four fuzzy labels per
input, as it is the case for the CMOS prototype presented in
Section VI of this paper. Each box in the grid corresponds to
a rule, has an associated singleton value, and is defined by

~

I N=IM

RULE BLOCK two labels, one per input. Each label block is shared by four
\ (,'Z::m w w,v'wy-gh,'i,, e different_ rules. Beca_use of this membership functior_l _sharing,
R , N WN the arghnecture of F_|g. 2(a) can only gengﬂamace part|.t|.ons
[see Fig. 3(a)]tree[Fig. 3(b)] andscatter[Fig. 3(c)] partitions
N rule blogks [4] are not aIIowe(_d. . N o
¥ ﬁ- Generally speaking lattice partitions have the potential dis-
gz Az = advantages o€ourse of dimensionalitythe number of rules
§ Ay needed to perform a good approximation may become pro-
3, A hibitively large for large number of inputs) amgappropriate
= Ay, generalization(the partition granularity needed to approximate
A A A AL the function in a region of the input space may be inappropriate
~—Sax s in other region). However, these potential disadvantages are
label blocks not really significant for the type of problems which analog
(@) (b) fuzzy controllers are intended for (medium-to-low complexity
Fig. 2. (a) Controller chip architecture and (b) interconnection of label alerOb!emS Wlth,bW numbe_r of inputs ar_]d low number Qf rL,“,es)'
rule blocks in the 3xm CMOS prototype. In this scenario, the architecture of Fig. 2 features significant

pros for hardware implementation, namely:

¢ Area and power consumption required for the implemen-
tation of the rules antecedents are smaller than in the case
of scatter and/or tree partitions. This is because the repli-
cation operation is much less area- and power-demanding

wi(x) = min{sip(z1), s2u(x2), - smrlzm) ). (5) than the membership function evaluation itself.

The whole architecture is highly modular and can be made

to grow in very simple manner. Consequently, it is very

where the functionu; () is evaluated by choosing thain-
imun? among the values of the unidimensional membership
functions s;(x;) associated to théth rule

Fig. 1(c) illustrates the build-up procedure and final shape of
a two-dimensional membership function. | suited for desi i
The fuzzy controller chip architecture of Fig. 2 realizes well suited for design automation.

(4) for a system withM inputs, L fuzzy labels per input * Programmabi_lity can be easily inco_rpo_rated. _
and N = L™ rules. The architecture is composed of the !Nputs to the chip are voltages for easier interfacing. On the

interconnection of blocks of two different types, naméabel other hand, the minimum and the normalization operations are
and rule. Each fuzzy label, sayl;; (the jth fuzzy label of realized in current domain because this requires much simpler
the ith input), has an associated label block which evaluatgcuitry that their voltage domain counterparts [19]. Thus, the
the corresponding membership functien(z;) and generates inpgts to the membership function circuits are voltaggs, while
LM-1 replicas of the result. These replicas are process@t?'r outputs are currents. However, as already mentioned, the
in the “min ing’ sub-blocks of the label blocks to make dabel blocks do not directly deliver the membership function
first step toward the realization of the minimum. Each rulgurrents to the rule blocks; these currents are nonlinearly
blocks combinesM inputs coming from the label blocksPreprocessed to produce intermediate output voltages. This
to: first, realize the second step of the minimum operatioffmplifies the realization of the minimum operation in the
second, evaluate the functiarj(x); and, third, multiply this ru!e_block. Besides, transmitting these voltages (instead o_f the
function by its associated singleton to obtajfw} (z). The original currents) from the label to the rule blocks largely sim-

final aggregation leading to (4) is performed at the output

node.
3Highly complex controllers with prohibitive aggregated errors may result

2This is theanp operator used in our chip. Other operators could be usdtbwever for large input and label count, due to the course of dimensionality
as well [1]-[4]. of lattice partitions [3].
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5,(x,) The membership function circuit used in our chip (see the

Xpe—t — :]; shaded region at the left in Fig. 5) approximates the shape
_g’” —/—\-— of Fig. 1(a) by using the nonlinear dc characteristics of a

Ejc CMOS differential pair. This strategy is based on the work by

front-end transconductor current-mode shaping Fattaruso and Meyer on CMOS function approximation [24],

(@ and was proposed for analog fuzzy design in [25]. Analysis
. of this circuit assuming equal differential pairs and using the
1
oA
— 5:(X;) (0, #iy_ < —Eq

square-law MOS transistor characteristics [26] obtains
o—[: + ) current-mode — \/_ 5
X; ! clipping and f———© 2 ,’i’z_
- ) aggregation 1+ = Lij— IQ 1-— J2 s
&n : < 2e ) V2B
+
(b)

Eijf— —EQ < .f?ijf < EQ
sij =% 2Ig, otherwise (6)
V2 . i
Fig. 4. Concepts for the realization of a transconductance membership 1- E—ﬂfz‘j+ IQ 1- W’
function by current shaping: (a) blobal shapping in current-mode [20] and Q Q
(b) partial shaping in current-mode [23]. —Fo <%+ < Eg
\ 07 '%Zj‘f' > EQ

pIifie_s the interblpck routing_as these latter blocks have onl¥here Fijo = (v — Ej_), 3y = (xi — Eijy), Eg =
one input node (instead @# if currents were transmitted). /7]Q//3N17/3N1 is the large signal transconductance factor of
the transistors in the differential paiffsand we assume that

IIl. LABEL BLOCK the membership function width is large enough to allow the

output current reaching the logic unit val(k;) at the center.

This membership function circuit shares the advantages of

g. 4(b) regarding control of the centers and widths through

avoltages applied to high input impedance terminals

Each label block is driven by a component of the
input voltage vector to, first, obtain a membership functio'gi
current s;;(z;) and, second, generate ! replicas of a
voltage Vz;; which is a nonlinear function of this current—
preprocessing step for the realization of the minimum operator 2A;; = E;j — Eij_ 2E;;c = Eijqr + Eij_. (7
in the rule blocks. This section describes first the membership
function circuitry, then the complete minimum circuitry andOn the other hand, the slope at the crossover pajptss
finally, outlines some major design considerations to redugentrolled by the large signal transconductance of the MOS
systematic errors in these circuits. transisto?

A. Membership Function Circuitry Gij = V2laPN1. (8)

A few alternative realizations of the pseudo—trapezoidal The main advantage of this membership function circuit
function shape of Fig. 1(a) have been reported in literatujg that it does not require any linearization circuitry—why
[15], [21]H{23]. One, see Fig. 4(a), consists of a cascagg linearize if the whole behavior is nonlinear? Thus, it
of a linearized transconductor, to convert the input V0|tag§atures minimum area occupation and power consumption,
into a current, and a current-mode nonlinear block to realizgd full usage of the transconductor input dynamic range.
the pseudo-trapezoidal shape [20]; this latter block can g the other hand, it has been shown that the shape in (6)
realized by using the techniques proposed in [15], [21], [22]. Aan actually realize the universal approximation feature, even

drawback of this implementation is the extra area occupatigfhen parasitics (systematic, as well as random) are taken into
and power consumption of the linearization circuitry. Alsoaccount [18].

because the transconductor cannot be linearized in the whol&onsiderations about the main nonidealities that influence

input range, some of this range is wasted. the membership function circuitry, and the design strategies
Fig. 4(b) employs a slightly different strategy [23]. It usegdopted to reduce their influence, are presented in subsequent
two quasi-linear transconductance amplifiers to, at a firséctions. However, because they are influenced by the pre-

step, obtain monotone increasing and decreasing, respectivgpscessing circuitry used for the minimum operation, we will
currents around the crossover points; then, at a second sifikcribe this circuitry first.

these currents are first clipped and then aggregated in current

domain. This strategy shares the drawbacks associatedgtO\inimum Circuitry

linearization. However, as compared to Fig. 4(a), it has the ) ) ] o o
advantage that the centers and widths of the membershig'S mentioned in Section II, the minimum operation is
functions are controlled through voltages applied to high-inp[ﬁal'zed in three steps: two in the label blocks and other in the
impedance nodes, which requires a simpler control CIrCUItry4We assume that the positive and negative input transistors are equal.

and y'e|9|5 smaller Ioadlng errors in the appllcatlon of thesUsing the bias current to control the slope is not convenient because the
control signal. bias current set the logical value “1.”
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complem? circuitry

‘j\ 1 BCP2
MPZS

? VDP’E MBC P2T

MBCPZB

- i* -1 2] maximum input cell
left amplifier right amplifier

° v, v
o Vair Gl Gl
membership function circuit

Fig. 5. The label block.

rule block. However, for clarity, these three steps are describibe winner-take-all circuit by Lazzaro [30] and was proposed
as a whole in this section. in [25]. Its steady-state circuit operation is simple: the bottom

The whole operation of the minimum circuit is to selecttransistor driving the maximum current will force the common
and-propagate the minimum among a sef\ffinput currents voltage V; by means of its associated top transistor, while
six(z;). However, for convenience, we do not directly seledhe remaining bottom transistors are driven into ohmic region
the minimum among the input currents, but the maximum® comply with their input currents and, consequently, their

among theirfuzzy complements associated top transistors are cutoff. Then, provided the output
transistor works in saturation region, its current coincides with
si(wi) =21 — sinlws) (9) the maximum one. When the maximum current is switched

from one input terminal to another, a transient takes place
where the current levell, corresponds to the logic “1.” This where the difference between the new and the old maximum

is based on the De Morgan’s law [39] current is integrated in the latter terminal, thus driving this
transistor into a conducting state and, eventually, changing
wi(z) = min{six(x1), sex(z2), -, spr(zar)} the value of the common voltage;.

This circuit exhibits the architectural features mentioned
above: 1) it hag)(n) complexity; 2) the different inputs share
cEnIy the nodeV;. This latter feature allows us to partition the
nt- . .
mode maximum circuitry [27] circuit as Fig. 6(a) shows, so that the rule block has only one

. input. Another current-mode maximum circuit based also on

Fig. 6(b) shows conceptual circuits to evaluate the fuz{yazzaro’s was proposed in [31] and used in [14]. It connects

complements by KCL, for positive (entering to) and negatlvﬁ]e output transistor as a diode, removes the current source

(leaving from) currents. Regarding the maximum circuit |tsell and connects the drains of the top transistfgzy, to

fseve_ral aIterna'uve_s appear Wh'ch have to be evaluated beagﬁgommon node which is the output node. Thus, the inputs
in mind the following major architectural features:

] ; ) _ share two nodes instead of one. Besides, the removal of the
* Neither constraints nor penalties should be imposed t0 tBgrrent/, makes the resolution of this circuit dependent of the
number of inputs since it coincides with the number fytput current level and, specifically, small for large currents

=max{six(x1), saru(@2), -+, smrlxar)} (10)

and takes advantage of the larger simplicity of the curre

controller inputs. _[27]. Finally, because the output node load increases with the
* The inter-block routing should be the smallest possibigput count, this circuit performs poorer than Fig. 6(a) when
for increased modularity the number of inputs increases.

These considerations lead us to discard realizations withLet us now describe the realization of the two first steps for
O(n?) complexity [28]. Realizations based on sequential bihe minimum in the label block. The first (complementation)
nary selection trees [29] are also discarded because, althoiggtealized by KCL at the input node of the right-top current
they haveO(n) complexity, their implementation requiresmirror in Fig. 5. Its input current is;; + I 5 where the current
log,(n) circuit layers, and causes the errors and delays i@ is added to preclude the transistors entering in subthresh-
be accumulated proportionally to the number of inputs. Thed, where the operation speed would become significantly
maximum circuit used in our chip [see Fig. 6(a)] is based ategraded. Note, on the other hand, that this current mirror has
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resistance of the MOSTswhich are relevant to design

1
Label Blocks | k-th Rule Block purposes. Random errors are covered for the whole controller
P | = in Section V.
Sikt B wetlg - — 4 : . N , . .
) | i 1) Membership Function CircuitA first consideration
| Vens | refers to the common-mode input range of the differential
Mpyami °‘{ N3C amplifiers of Fig. 5. It is calculated by constraining the
| ‘ Vg transistors to b@N and operate in saturation region
MNZ\}?J[ T +—1 Mnss
1
| G LQ/ IQ 2IQ + I
— Veg + Vv + Sz < Vpp — 4| ——
s2k+IB | Co e 2081 ¢ ="rbD Bp2s
' l +Vry1r — Vrpas (11)
MN2’1‘2 l . . .
| where V¢, is the limiting voltage of the currenfy, Sy
Myzgz is the large signal transconductance of the input nMOST’s,
. ; ' *E Vrn1 is the corresponding threshold voltagép.s is the
. - a transconductance of the top pMOST'’s, ah@pss is the
P— ' | =—1S corresponding threshold voltage. A strategy to improve the
M"‘ B | common-mode range is using bias current circuits with the
| 21, smallest possible value df,,, such as that attached to Fig.
Myrrar | 5 where
My2em | Iy Ig
Ve, = + . 12
! o \//31\@ \//3NQC (12)
@) (b) Biasing of the current mirror that generatkg is then carried
Fig. 6. Circuitry for the minimum computation: (a) maximum circuit andout by the circuit at the left of Fig. 5, whetlg; is a reference
(b) complement implementation. current and the geometry d/z is obtained from
Ml : . _ BBg _ Ipg
L output branches to generate the membership function Ssq = = (13)

% % 2

output replicass;;|" (1 < < LM~1) for the different rules. Fon Pon(Vrwae + Veo = Viow)
The second step is realized also in the label block and consigtsere By is the large-signal transconductance density of
of the generation of a set of intermediate voltades;- as the nMOST andViron is its zero-bias threshold voltage.
nonlinear functions of the currents;|” + Iz. Each of these Typical input range values are around 3.25 V by following
voltages is generated in the right-bottom shaded area of Higis approach with a 1:m CMOS standard technology and
5 by a two transistor circuit (see also Fig. 6(a); for propes-V supply voltage.
operation of this two transistor circuit, some artifact must Another error source is dc voltage mismatching between
be added to discharge the nodg—provided by the current the drains of the input transistors (nod&%, and Vp_
sourcelg included in the rule block). in Fig. 5) which might cause offset and distortion of the

The next step for the minimum operation is realized in th@embership output current for finite MOST Early voltages.
rule block (bear in mind, Fig. 2(a), that this block has onHowever, because these two nodes are both of low-impedance
input and one output). To that purpose the set of voltaggge, the voltage excursions are largely attenuated by the
Ve for the M membership function values associated twansconductance of the pMOST’s and the error is, hence,
the kth rule are routed and tied together at the input nodeegligible.
of the rule block [see the left-hand part of Fig. 6(a)]. Thus, a The last error is due to dc voltage mismatching between the
collective computation is performed at this common node su@iiput and output nodes of the pMOS current mirror driving
that the maximum among the set of voltages prevails. Frame minimum input cell,
this maximum voltage the corresponding maximum current
si(zi)|max + Ip is generated by the transistde/yss in e~ 14 Vop — Vp- (14)
Fig. 6(a). According to (10) this corresponds to the fuzzy Vapr

co_mplementuk(:c) of the multidimensional membership value;Nhere Vap is the equivalent Early voltage of the pMOST's.
shifted by I55. This error can be attenuated by proper setting of the bias

voltage V- p2 of the cascode transistdd poc. For optimum
C. Design Considerations in the Label Block attenuation, this voltage should be different for different input

A thorough analysis of the static (systematic and randor}ﬁlues' However, system-level considerations [27] show that

and dynamic errors of Fig. 5, Fig. 6(a) and other label blo&sufﬁces to obtain the largest possible error attenuation at the
circuits Is foun'd in [27]. Th'§ section summarizes §qme rnalneThey will be modeled through an equivalent Early voltage which is a
results regarding systematic errors due to the finite outpiulasi-linear function of the channel length [26].
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crossover points. The corresponding voltage is calculated to
annul the following expression of the absolute current error:
3 1 Io 3lg Vens Mgcn; Vens
e = + Vig+1Ig—/ =%
<VAP VAN1> 2\/Bp < Qe 2 )
VR IBCNS
— (I, I 15 V,
+VAP ( Q + B) ( ) GO-I
(@

where
(b)
Ve = Vpop — 2Vrop — vr2c [\/ Vor + ¢ — \/‘/TB} Fig. 7. Circuitry for the minimum computation: (a) adaptive bias circuit and
(b) fixed bias circuit.
_ IQ+IB_ IQ+IB—V
Brac Br “r2 ) .
maximum current level obtains
and we assume (as it happens in practice) that all pMOS signal [Vron 4+ Vonver + Vinase + Vi — Vens)
transistors in Fig. 5 are equébp; = Bpes = Ap, Vapr = Van
Vapas = Vap); Vrop is the zero-bias threshold voltage of €~ [Veow + Vonar + Vil (19)
the pMOST andvyp and ¢p are technological parameters 1+ Vi

[26] which account for the influence of the substrate on the
threshold voltage. This optimum voltage can be generated Wjiere
the circuit at the right in Fig. 5, where we assume that the two

diode-connected transistors have the same aspect ratio, 1 1 Ig
Vi = + +
Bnsc BN Bnar
_ Brcr2

Seop2 = and

o [1 |1
_ 4Ipcro (16) Vy = 3_+ 5 el
Bin(Ver2 — Veserar — ViBer2s)? P Pt

and Igcpo is a reference current. This choice reduces trd we assumgnap = Snzs = Sn- This expression shows
relative error in (14) to around 0.5%—negligible at the systethat V-3 can be chosen to annul the error for a given current
level. level. Because the compensation value depends on the current,
2) Static and Dynamic Errors in the Maximum Circuit Opthe adaptive biasing stage of Fig. 7(a) [27] can be used to
eration: Two major features related to the dc operation a@btain Vg varying with the current level. In the im
the discrimination (the circuit ability to distinguish two closeCMOS technology used in the paper’s prototype, this adaptive
input values), and the error due to dc voltage mismatchifijasing obtains errors as low as 0.3% for input currents up
between the input node sinking the maximum current and the 20 ;4/A—a precision larger than needed for most practical
drain of the output transistor. The discrimination of Fig. 6(euzzy logic applications. In practice a simpler biasing stage
is calculated as [27] [see Fig. 7(b)] providing a constanf- s value is enough.
This voltageVn3 can be obtained by making= 0 in (19)

Al 1 Ig 17 for I corresponding to the middle of the range. The size of
I 7 Vanes V Bor 17 Mpcns in Fig. 7(b) is then determined by
where AI is the minimum current increment that can bes, .y, = ﬁ’*f’\’?’ = Ipcns 5 (20)
detected by the circuit, an#lan2p is the equivalent Early Bop Bop(Vop — Vens — Vrpons)

voltage of the bottom MOST. This equation shows that the di&v_hereﬁ* is the large-signal transconductance density of the
crimination improves fod; decreasing@y2r increasing and or ge-sig y

. . MOST.
Vanap increasing. The 3sam CMOS controller demonstrator P . . .
in this paper obtaing values as small as 8 nA, for input Another strategy to attenuate this error is by adding cascode

currents around 1QA, with I = 0.5 pA, and transistors itrrlarzilss)toEO\[;(S\?erFI?HiSB(SIEV\}SO deoc\{/tljr?“tzr?e kt):)z;rr:si(tjarrimfo\lllglitvailr?es
sizesW = 10 um and L = 5 pum. ‘ ' 9

On the other hand, the current gain error due to input—outp‘m. mterter_mmal switching of the maximum _mput current.
i A is transient has two phases: during the first the voltage
dc voltage mismatching is given by ) : .
Ve remains quasi-constant while the voltage at the new
VDlatnsmo = VDlayss winning input terminal is builtup (henceforth callstvitching
e~ l+ : me = (18) transieny; during the second phase the voltage is updated
) to conform to the new currenpfopagation transient Differ-
where we have assumed equal Early voltages for the input amtes between Fig. 8(a) and (b) arises mostly at the switching
output transistors. Calculation of this error for Fig. 6(a) andtaansient and can be assessed by comparing the time constants
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Iy optimum; also, because a large signal curreptis applied
’; at the transconductance amplifier bias terminals, the linear
M, + operation range and the transient response, are largely nonho-
v mogeneous over the universe of discourse; finally, additional
8dsB , . . .. .-
Mg Vg - MDAC's are required to incorporate digital programmability

= of the singletons. Fig. 9(b) and (c) shows the concepts of
the other two approaches. Both permit transparent digital

C=Capp+Coup* Coar+ Cosr+ Copr programmability of the singletons. However, different reasons
(@) lead us to using the normalization-plus-weighting approach.
First, the weighting-plus-division approach requires replication
1+ ’?$ of the input currents and wide-range linear current-mode
+ dividers, while the normalization can be realized through a
My collective computation circuit with only two transistors per
+ ~&mbc*Emc)V DB input; the chosen approach results, hence, in simpler circuits.
Me Vi vo+ C== Second, because the transmission path for the numerator and
v + M Voa 2 the denominator of (4) are not the same in Fig. 9(b) this
Vor 1 __ 848 | C, approach is more sensitive to mismatching. Third, the transient
- - L £ response of Fig. 9(b) is largely-dependent on the signal level.
B Fourth, there is no simple way to compensate for the errors in
Cy = Cape+ Couc* Cour+ Cost+ Copr the 'divider—the only way is u.sing very accurate dividers.
Fig. 10 shows the schematics of the rule block where four
C1 = Capp* Coap* Cosc* Cost+ Cope different operations are realized: first, the curremt+ I is
(b) generated as explained in Section IlI-B; second, this current is
Fig. 8. Circuitry for the minimum computation—small signal models Opomplemented and shifted to obtain, = wx + Ios; third, a
input unit cells: (a) noncascode and (b) cascode. collective computation is carried out by all the rule blocks
(they share the global node4nor and Byogr) to realize
of the first-order models attached to the figures, the normalization operation; fourth, the resulting current is
o o N weighted by a digitally controlled current mirror to obtain the
7 |simple = Tloascode = —2- x ImC T ImbC 51y shifted version of thesth rule output current.
9dsB 9dsB 9dsC

Assuming equal transistor sizes so tldat= C,, and because
Gm > gds, We ObtainT |cascode > 7lsimple—the reason leading a Normalization Circuitry
us to discard cascode input transistors. . . N .
Besides of dynamic aspects involved in the switchin ',:'g' 11 shows the QMOS normallger CII‘C.UII used in our
process, we have to take into account that the dyna’_ﬁ&g based on a translmear BJT circuit by G|Ilt_)ert [34]. As a
response of these implementations depend on the num rence to the normalizers used in [9], [28], Fig. 11 does not
of inputs, since the parasitic capacitance at the common g }éolve any global feedback loop anq, hence, featurgs much
increases. Possible solutions for a high number of inputs gater dynamic response. Note that F!g. 11 can pe splithto
using bias currents and trees with complemented pMOS a%%“s’. one per gach mput—outpqt pair, plus a little common
nMOS circuits [32]. circuitry con§|st|ng of th.e trqn5|ston4Ar4 and _the currept
sourcelss. Fig. 10 exploits this modularity by incorporating
IV. RULE BLOCK one of th_ese cells at each_rule block. _ _ _
Assuming that the transistors operate in strong inversion,
The kth rule block is intended to: 1) calculate the currenhere the BJT translinear principle does not hold, the circuit
wy, and 2) generate an output current given by is found to realize the following nonlinear transformation:

Ye =Yy ——= (22) 3 (w,) 2
Z Wi wh, = N4t Wie {1 + nws } (23)

k=1,N Ba Wks
and these currents are then routed to a common nOdewtﬁere the functiony(w, ) is
implement (4) through KCL. °

There are three main approaches for the analog implemen-

tation of (22): 1) using an extension of Mead [33] follower- Z N N(—’%s — Z wk5>
aggregation circuit with weighting capability [16], [37]; 2) . &
using weighting-plus-division circuits [14], [22], [35] [36]; n(ws) - N 1+ ) L
and 3) using normalization-plus-weighting circuits [9], [25], <Z VWks )
[28]. The first uses an elegant circuit concept, see Fig. 9(a), k
to implement a nonlinear version of (4) with voltage output. Iig = Bay Iss (24)

However, because of the feedback, its transient response is not  Bar
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Fig. 9. Singleton defuzzification strategies: (a) follower—aggregation; (b) weighting-plus-division; and (c) normalization-plus-weighting.
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minimum circuit output stage
Io =20,+Ig +1g
Fig. 10. Rule block.
a soft monotonic one, i.e, the higher an input current, the

higher the corresponding output current. Thus, the relative

and
strengths of the different rule antecedents are preserved at

wi =wi, —1oss  1os =wi,(los) (25)
The offset current/ps is added to improve the dynamicthe outputs—as required for defuzzification [1]-[4]. Hence,
behavior. Note from Fig. 10 that it is related to the bias curren@dthough this circuit does not realize the ideal normalization
in the rule antecedent byos = I — 2Ig — Ig. Thus, it operation, it keeps the essential features needed for defuzzifi-
can be introduced by just increasing the curréatwithout —cation; nonlinearity is not problematic because the whole con-
additional area cost, although it will be preserved in figurdgoller chip is highly nonlinear. Actually, system-level analysis
shows that, despite this nonlinearity, the normalization-plus-

and equations to gain clarity.
1) the sum of all output currents is constant and equal f®m the linear interpolation than the ideal weighting-plus-

The circuit in Fig. 11 exhibits the following features:weighting defuzzification approach features smaller deviations
Iss; 2) for each input, the input-output transformation iglivision structure [27].
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Fig. 11. Normalization circuit schematics. N
* * *

: , o TS Ve = Y+ log)

B. Design Considerations in the Normalization Circuit e

yn = ynwy +log)

A first consideration refers to the input range of the nor-
malization circuit when embedded into Fig. 10. Consider first
the common-mode range, where all input currents are equal.
If they increase, transistor&/ y4; evolve toward the ohmic
region; on the other hand, if they decrease, the transistors used
in the current sourcdss evolve toward the ohmic region. adopted cascode realization Hfs makes the first negligible.
Thus, the common-mode input range is given by On the other hand, because the top transistors are connected

I — Ione <aon < Irr — L to low-impedance nodes, the second error is largely attenuated

BU™ 205 =Tk = 2Bk T 105, 5 by the transconductances of the pMOST's used at these nodes.
i Iss Concerning the third error source, it can be minimized by
NBNa inserting cascode transistors, as Fig. 10 shows. The error is

1 N then given by
Ao\ By .
L N4b NA e(w},)

2
Vop = Vror — Vron — Wi, <VDD — 2Vrop — ) - — [ R — VCP3)
gy = Nfpss (26) Bras Brsc

/1 o N N Varas
L Bras Brna (28)

where Ve, 1S the limiting voltage for the current sourceyhich is minimized by proper choice ofcps. Again, a

Iss and we have assumed that the threshold voltages of {9ticular signal value has to be selected to guide the choice
(Mpaur) and bottom(My ) transistors are approximatelyof 7. ... Because most output branches drive a current value
equal, because their sources are at similar voltage. The bpto-& such current level defines a good choice. Thusps

tom limit in (26) is valid wheneveVgnorm, 2 Vron — s obtained from (28) for = 0 andw}, = I}, and it is
V1ss/(NBn4), otherwise the real condition limit is zero.generated in similar as already explained for Fig. 7(b).

The wide range cascode current mirror enclosed in Fig. 10jith regard to the dynamic response, analysis recommends
allows us to obtain a good common mode range (given By scale the width ofAM/y4 as well as the value ofss
Vinorme = V/Iss/Bnss + /Iss/Bnsc) as well as good proportionally to the number of normalizer inputs, i.e., rules

precision. _ _ _ _ in the controller, in order to preserve the dynamic response as
Consider now the differential range; if one input currenhe complexity increases.

increases while the others are kept constants, the top tran-

sistor for the changing current will eventually drive all thg = sjingleton Weighting and Output Layer
currentiss, and the other top transistors will be cut-off. The
differential range is given by,

(b)

Fig. 12. (a) Singleton weighting concept and (b) controller output node.

VBnoer - VTON +

Ipi =

Fig. 10 employs a digitally-controlled current-mirror [rep-
resented at the conceptual level in Fig. 12(a)] to implement
Ios Iss a programmable singleton valug. As compared to analog-
0 < wi < Bnap Bra + —los (27) programmed current mirrors [38], [40], the digital approach
N4l Bnat ! L
is preferred because it is more robust and accurate, compat-
where we have considered that the set of fuzzy rules ilde with standard memory circuits and directly controllable
consisten{39], i.e., when an input is maximum the remaininghrough conventional computers.
are zero. Regarding the mirror circuitry itself, and because the nor-
There are three main sources of systematic errors in Figalization circuit output stage does not impose major range
10: the finite impedance dfss, the dc voltage mismatching limitations, a stacked (self-biased) cascode structure is used
among output nodes of the circuit core (transistfg 4, and to minimize errors due to dc mismatching. On the other hand,
My in Fig. 11), and the dc voltage mismatching betwegparallel-connected unit transistors are used to realize the binary
input and output nodes of the output pMOS mirrors. Thereighting and, thus, reduce systematic errors caused by the
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lack of symmetry. The bias current depicted with dashed lines_ S 10
in Fig. 12(a) is added to reduce speed degradations due to thg" [ | —100°C
increase of the parasitic capacitance for large singleton values§i 120

After singleton weighting the rule block outputs are wired 10
up to the output node where a currerb;—1 n ¥il5s IS
added to remove the offset and, thus, obtain (4).

3}

N

=]
<

difference (Lamps.)

&

FS
(=]

V. GLOBAL CONSIDERATIONS

controller outpu

M . L v 5
125 175 225 275 325 3715 125 175 225 275 32 375
controller intput (volts) controller intput(volts)

Changes of the controller transfer function with temperature @) (b)

are basically due to the temperature dependence of the Iar'_qe- .
. L i g. 13. lllustrating dependence on temperature.

signal transconductance densitigg, , and the zero bias
threshold voltage®7ox, p. Thus, those building blocks whose .
input—output relation is not affected by these parametemherely = 21, and the currentgp, I, and I are defined
do not contribute to output changes when the temperatufeFigs. 5, 6, and 10.
varies. This is the case of the minimum and the singleton-
yveighting circuits, where tgmperature—dependence gancellat'@n Mismatching Errors
is based on the same principles as for current mirrors. TheR q i f the t ist 3 and
normalization circuit does not contribute either becad$e anbom VZ‘”? :;)ns ot the |rgnfl"5b0: paramheﬁéfg,[ ; an |
appears at the numerator and the denominator in (23) and (24 -an beé modeled as normal distributions whose mean values
The membership function circuit is the only whose transf ¢ the hominal pgrameter values. For close and small enough
function [given by (6)] depends on temperature. However, th@ansistors the variances depend mostly on the device area [12]

electrical values of the logical zero and one are not affected,

[X]
[=3

A. Dependence on Temperature

provided the current reference is temperature-independent, o*(Viro) :AQ’TO/27
because these values are associated to logical states of the IQ/VL
transistors in the differential pairs. On the other hand, the o2(7) :AW/Q
width and center defined in (7) do neither depengipp , nor WL’
Vron, p- The only parameter which is affected by temperature a?(53) A§/2
changes is the membership function slapdts dependence 32 WL (31)
can be expressed through parameter = (1/{)(9¢/0T)
whose maximum value is given by where W and L are the transistor channel width and length,
3 and A7, A2, and A% are technology-dependent.
Prlei=Ei; = 31 (29) Based on (31), we can obtain expressions for the errors

) ] ) ] in the fuzzy controller blocks. The detailed explanation of
at the crossover points. From a global point of view, this meagssse errors is beyond the scope of this paper; thus, only those

that the slope of the generated function between interpolatifggumng in important design equations will be outlined.

points changes with temperature, as Fig. 13(a) illustrates for aconsider the membership function circuit first. Analysis
controller with four rules. Thus, the interpolation smoothnesg,ows that the most significant error corresponds to the case
changes with temperature, but the interpolation points are Rgtere the rule output is maximum [27]. The variance of the

affected if membership functions are wide enough to saturg{§mplement of the membership function current (its mean
in the whole temperature range. Fig. 13(b) shows the differengg e is Ip) is given by,

of the values provided by Fig. 13(a) for every input value. Note
that the difference is minimum in the interpolation points (for o2 (Brg)

input values 1.75, 2.25, 2.75, and 3.25 V). Note also that such  02(5i;) =413 + 1688l (Vrong)

. i 32,
difference is always below 0.75% of the full output range for f g? )
the temperature changing from me°C. 2 (o°(Bpr)  4Bro”(Vrop)
+ 815 s— +
B 2lq
imati (BN
B. Power Est@aﬂon - e (/21\ B) + 480 (Veows)
Let us consider a controller with/ inputs, N rules, and Bne
L = NYM fuzzy labels whose maximum singleton value in Lop a2(Br)  4Bpa?(Vrop) (32)
the associated rule baseys, ... The maximum static power B\ 5% Ip

consumption is calculated as:

_ . ) . where we assume that the pMOSTAEP1 and M P2's are

Pw=1uVpp + Vieaalssyimax,  for Ly being equal, and cascode transistors mismatching is not computed

Ly =M x [N x (Iy +1p)+ L x (2Ly + 1B)] because their influence is negligible as compared to signal
+ N x I+ Ig)+2Iss (30) transistors. This expression includes the errors due to the
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NMOS transistors (parametefs; 5 andVron ) of the current Blel input 2
mirror used to providelg in Fig. 57 Clel D2e2-
The error at the rule output is calculated by adding theiel D;“*‘gj‘:;‘
.. . . . e R _
error caused by the minimum circuit to the previous one. The-- 2 2;1 A;z
. . T L c CL—
variance for the worst case (only one antecedent active in thgs Adel—
rule and nonsharing of the membership function circuits) is D input 1
gge% Alel—1 1 I 1=Dte2
3
2 o (*(Bnss) | 4Bn3so®(Vronss) sin A2/ gt Ncle2
o (wrs) =215 5 + CL Blel Clel  Dlel
/3 '35 Ip

2 (b)
> 0°(Brc) 2 2/~
+1c 32 +4Bpclco”(Vropc) + o7 (3)) Fig. 14. lllustration of programmability: (a) chip pin-out and (b) example of
rc (33) an uniform lattice partition programming.

and their contribution decreases as the rule count increases.
terms correspond to the maximum circuit; the others to thThiS highlights an interesting feature of Fig. .11 .WhiCh Is npt )
complement and membership function circuits. The mismatg ared by other approaches to the n_ormallzatlon operation;
is smaller for any other case, although the expression %zf\mely, the mismatching errors ofthe dlfferent rules are nearly
the variance is difficult to obtain because of correlation'gdependent' Thus, they are not mixed in the_output node and
between variables. Parametelsc: and Vipopc in (33) corre- manifest as offsgts (easy to corretct).allt the pomt; were the rule
spond to the large signal transconductance value and the z%lfJ%jDUtS are maximum (the most significant to_de5|gn purposes).
bias threshold voltage respectively, of the noncascode out he global error ‘Tﬂ the rul_e b!OCk output includes also the
. "ag Pectively, . L Pnlﬁuence of the weighting circuit
pMOS transistor in a current mirror that providgsin Fig. 5.
The errors due to the normalization circuit are characterized oy, = (v} )?o?(w},)

and the corresponding mean value/is— Ig. The bracketed

by the following approximate variance expression 28, 1
+ [y% z /g/g ) +4ﬁinyk02(VTOin):| <1 + E)
OQ(UJZS) %4/3N4twlts(1 — F)2 . |:U2(VTON4I;) " K (36)
27 2 . . .
T o2y \/ﬁ e whereo (wks? is given by (34)_, and;, ar.]dV.TOi“ rgfer_s to the _
o 4b)( aNor+ 95 (/)B) i noncascode input transistor in the weighting circuit [see Fig.
. T 5 12(a)]. The first term at the right in (35) corresponds to the
+4Bnawis(1 =17 - 10" (Vrona) error transmitted by the weighting circuit from previous stages,
27 while the second term corresponds to the error introduced by
+ U2('YN4t)(\/ Venor + 0B — V/ d)B) itself. Note that the latter decreases when the singleton value
) - grows.
+ (w}, )2 (1 —T)? M While residual systematic errors may be filtered out by the
' Bra normalizer [27], the only way to attenuate the random errors
Onar 1T o%(Brap) is solving the design equations (31)—(36) to obtain proper
By kstka(1 = 1) B3 transistor sizes, which is more conveniently performed with
2w )2<0—2(/3p35) 4/3P3502(VT0P35)> the help of an iterative optimizer.
Wig *
* Bhss Wys

D. Programmability
N -1 /31\74t IISS
N Byy | Nws

Fig. 14(a) shows the pin-out of the prototype presented
in this paper. PinsXiej (for X = A,B,C,D; i = 1,2
andj = 1,2) as well as “sing” and “CLK" are dedicated

02 (wkg) (34)

where the mean value af;_ is given by (23) to programming. The desired lattice partition is programmed
§ by means of analog voltages atiej inputs, as illustrated
_ \/“Tm in Fig. 14(b). Note that they are easily identified once the
= —-+—"=— (35) o . i 0 -
Z fwr, partition is decided [an uniform partition is shown in Fig.
Bl N 14(b) for the sake of clarity, but any other lattice partition

can be generated]. These voltages coincide with those at the
and o*(wy) is given by (33) for a maximum rule antecedengrossover points in (7) that define the center and width of the
output current. membership functions. Such voltages are generated externally
The approximation used to calculate (34) consists of ngr the prototype of the paper using variable resistors, as the
glecting the mismatching in those normalizer inputs othefigset in Fig. 14 illustrates. On the other hand, the controller
than thekth. These terms contribute only around 3% of thgytput at the interpolation points (core of the fuzzy sets in the
variance for the 16 rules CMOS prototype in this papepartition) is serially programmed by digital signals at inputs
"This mirror was omitted there in behalf of clarity and because its desig;|$ing" and “CLK.” Singletons associated to each fuzzy set in
is not critical for other performance parameters. the partition are the digital word&dyo, di1, -+, drp—1} in
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= s Fig. 16. (a) and (b) Controller output for two different sets of singleton values:
1 (c) and sections from (b) at maximum local points.
v ring bus
(b)
Fig. 15. (a) Chip microphotograph and (b) internal architecture. functions are also analogically prOQrammable by setting the
voltagesE;;+ and E;;_ [see (7) and Fig. 5].
TABLE | Fig. 16(a) and (b) shows two output surfaces generated by
TRANSISTOR SizEs (W/L) IN gm/m IN THE PROTOTYPE the chip. The bias signals afé,p = 5V, Vss = 0V,

Ig =75 pA, Ip = 10 pA, Ig = 0.5 pA, Ic = 35 pA,
andIss = 37 pA, while the voltagest;; are fixed to obtain
40710 | 40710 50/5 | S0/5 { 50/2 [ 20/10]20/10] 10710/ 10/1 a uniform lattice partition of the input space. The circuit was
Myis | Miisc [Man Mva | Mpss | Mpsc [Mnss | Mnsc loaded with a constant voltage source of 2.5 V and a current
source to remove the offset introduced in the normalization
circuit. Singletons are set to decimal values 1 and 15 in
Fig. 16(a), which highlights the locality of the fuzzy basis

the singleton weighting circuit inside the rule block of Figfunctions, while Fig. 16(b) illustrates an exemplary surface

10. In the prototype of the paper, the singletons are encoddyained with different singleton values. Finally, Fig. 16(c)

in digital words of 4 bits and stored on-chip in a static RAMJEPICtS & set of sections from Fig. 16(b) which show the
output when it reaches their local maximum values, thus the

singleton values.

Maximum circuit delay is 471 ns (90% of the full scale

Fig. 15(a) shows the microphotograph of a chip that pesutput current) for a step input. For this test, all the singletons
forms the processing tasks involved in (4) and Fig. 2(a). It in the controller had the decimal value 1, except one of
a lattice controller with two inputs and four labels per inputhem which was set to the maximum value 15. Under these
[see Fig. 2(b)]. Thus, eight label blocks, four per chip input, amnditions, one input was forced to remain constant, while the
needed, as well as sixteen rule blocks. The label blocks outpatier input changes following a pulse. As a consequence, the
are connected to inputs of rule blocks throughriag bus” output changes from the minimum value to the maximum one
Bias circuitry, as well as one diode connected transistor aadd vice-versa. The maximum power consumption measured
one current mirror, which complete the normalization circuit the previous experiment was 8.6 mW. With respect to
in Fig. 11, are implemented in thdiasing box’ Table | show the resolution, it is around 6.5%. The latter was obtained
the most relevant transistor sizes in this chip. through Monte Carlo simulations (30 iterations) which take

Digital values to program the output current mirror anéhto account parameter mismatching among transistors, with
hence the singleton values are stored inshift registet 30 (£1.50) as error figure. Finally, input voltage range is
which is the chip internal memory element and is serially praver 3.25 V and the area of the chip without pads is 1.62mm
grammed through two pads. Apart from digital programmabilt is possible to achieve faster designs by introducing bias
ity of the singleton values, width and location of membershigurrents at input and output branches of the current mirror

My (Mt Mpr [Mp2s|Mpoc| Mos | Mzt | Mg {Muoc

20/101 20/1 | 30/5 | 50/5 | 50/5 | 50/1 |20/10] 20/5

VI. EXPERIMENTAL RESULTS
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advantage from the building blocks of this paper to build
controllers of higher complexity using mixed-signal circuits.
Automatic tuning or learning rules are also used to increase
the complexity while maintaining thBelay x Powerand the
precision.
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TABLE 1l
CMOS ANALOG IMPLEMENTATIONS OF Fuzzy CONTROLLERS

CMOS Manaresi [16] Guo {17] Proposed

Complexity 9rules@2input | 13rules@3input | 16rules@2input
@2output @ loutput @ loutput

Technology 0.7um CMOS 2.4pm CMOS 1 pm CMOS
Power 44mW @5V 550mwW@10v 8.6mw@sv
Consumption
Input to Output 570 ns 160 ns 471 ns
Delay
Precision No data No data 6.5% (30)
Interface voltages @ voltages@ voltages @
(inputs@outputs) voltages voltages currents
Area 1.9 mm? 16.2 mm? 1.6 mm?

that replicates membership function output, and in the output
mirror that implements singleton weighting. It is also possiblgz,
to achieve a higher precision by inserting the chip in a learning

loop with a computer and using the hardware-compatible

learning algorithms presented in [18].
For comparison purposes, Table Il shows data from thr
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